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Goal

Resource waste

» Provide a better understanding of unsuccessful executions:

» their performance impact
» their characteristics
» their relationship with application and machine attributes

» In multi-purpose and multi-tenancy datacenters

Motivations
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Priority

» Failures are very frequent in large-scale datacenters [1]
» Software and hardware failures turn into critical performance impediment

» Big clusters are complex:
» Jobs with high number of tasks fanout; tasks subjected to multiple events
» Tasks have different priority and resource constraints
» Several types of unsuccessful executions: eviction, fail, kill
» Resulting analysis is challenging
» At all priorities, a lot of unsuccessful executions:
» Eviction, fail and kill happen at all priorities
» Both jobs and tasks have high probability to fail
» Non negligible resource waste and slowdown of the application performance
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» Analysis on resource demand:
» Definition: average amount of used or requested resources X running time
» Two kinds of resource demand:
» Requested demand: how many resources have been allocated to tasks, and how long
» Used demand: how many resources have been used by tasks, and how long
Three types of resources: CPU, RAM, DISK
» At all priorities, high wasted resource demand
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Time-varying behavior
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» Google cluster trace [2]
» Jobs composed of multiple tasks, which experience multiple events
» Jobs, tasks, and events are classified into different types, depending on their outcome:
» Unsuccessful: eviction, fail, kill
» Successful: finish
» Tasks are classified based on their final event
» Job type is given directly by the trace
» We focus on
» Sizeable datacenter:
» 12k+ machines; 672k+ jobs; 25M+ tasks; 48M+ events
» A lot of information provided:
» Task priority
» Arrival, scheduling and ending timestamps
» Machine equipped resources
» Task requested and used resources
» Heterogeneous and dynamic workload [3]
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» Unsuccessful events over time
» How often and when jobs and tasks fail
» Unstable trends of unsuccessful executions
» Fitting of inter-type times shows that unsuccessful executions can be approximated
by heavy-tailed theoretical distributions
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» Dependency of unsuccessful executions with themselves
» Analysis of autocorrelation functions for each type of unsuccessful executions
» Strong time dependencies in first few hours
» Unsuccessful events tend to happen repetitively on a subset of tasks
» Similar frequencies of events in adjacent hours
» Unsuccessful executions could be described by Moving Average models

Root causes of evictions

Time waste
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» Task execution time divided into three time intervals:
» Resubmission time (from previous failure to arrival)
» Queue time (from arrival to scheduling)
» Running time (from scheduling to ending)

» Large amount of wasted time:

» Successful tasks only use a portion of computational time
» A lot of time is spent into useless operations
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» Machine saturation level vs. eviction
> Identification of concurrent tasks (running on the same machine at eviction time)
» Computation of two different saturation levels:

» Reservation level: total amount of requested resources / machine equipped resources
» Utilization level: total amount of used resources / machine equipped resources

» Peak of eviction events when machines are near saturation
» Task priority vs. eviction
» ldentification of kick-in and kicked-out tasks:

» Kick-in: tasks whose scheduling caused the eviction process
» Kicked-out: tasks descheduled to free resources for the kick-in ones

» Key role of priority in the eviction process
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